
ISSN: 2319-8753 
 

          International Journal of Innovative Research in Science, Engineering and Technology 
Vol. 2, Issue 3, March 2013 

 

     Copyright to IJIRSET                                               www.ijirset.com                                                            566 

PRIVACY PRESERVING IN DISTRIBUTED 

DATABASE USING DATA ENCRYPTION 

STANDARD (DES) 
 

Jyotirmayee Rautaray
1
, Raghvendra Kumar

2
 

School of Computer Engineering, KIIT University, Odisha, India
1 

School of Computer Engineering, KIIT University, Odisha, India
2 

Abstract: Distributed data mining explores unknown information from data sources which are distributed among 

several parties. Privacy of participating parties becomes great concern and sensitive information pertaining to 

individual parties and needs high protection when data mining occurs among several parties. Different approaches for 

mining data securely in a distributed environment have been proposed but in the existing approaches, collusion among 

the participating parties might reveal responsive information about other participating parties and they suffer from the 

intended purposes of maintaining privacy of the individual participating sites, reducing computational complexity and 

minimizing communication overhead. The proposed method finds global frequent item sets in a distributed 

environment with minimal communication among parties and ensures higher degree of privacy with Data Encryption 

Standard (DES). The proposed method generates global frequent item sets among colluded parties without affecting 

mining performance and confirms optimal communication among parties with high privacy and zero percentage of data 

leakage. 
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I. INTRODUCTION 

Data mining techniques is extract useful information for considered decision making from transactional dataset which 

is either centralized data base or distributed data base. The term data mining refers to extract or mine knowledge from 

an enormous amount of data. Data mining functionalities similar to association rule mining, cluster analysis, 

classification, prediction etc. specify the different kinds of patterns mined. Association Rule Mining [1] [2] [3] [4] [5] 

finds exciting association or correlation among a large set of data items. Finding association rules among huge amount 

of business transactions can help in making many business decisions such as index design cross marketing etc. A best 

example of Association Rule Mining is market basket analysis. This is the process of analysing the client buying 

behaviour from the association between the different items which is available in the shopping baskets. This analysis can 

help retailers to increase marketing strategies. Association Rule Mining involves two stages 

(i) Finding frequent item sets from a given transactional data set 

(ii) Generating strong association rule between the two or more attributes 

But the Association Rule Mining take more number of steps to find the Association Rule between the two attribute. so 

the complexity Is also increased. That’s why in this paper we used FP Tree algorithm [5] [6] [7] [8] which is 

advancement to the Association Rule Mining. In this the number of step is very less as compared to Association Rule 

Mining. And it’s very easy to find the Association Rule between the given transactional item sets. Algorithm shows 

how to extract frequent item sets from a given transactional data set 

 

Algorithm: - FP grouth  

Allows frequent item set without candidate item set generation. This is two step approaches 

Step1:-Design a compact data structure called the FP tree using the 2 passes over the given data set. 

Step2:- Extract frequent item sets from the FP tree this frequent item is extract after the traversing through FP tree. 

 

A. Distributed Data Mining  

Distributed Data Mining [5] [6] [13] [14] is measured as the exact solution for many applications, as it reduces several 

practical problems like huge data transfers, huge storage unit requirement, security or privacy issues etc. Distributed 

Frequent Rule Mining is a sub-area of Distributed data mining. Let D1, D2… Dn is data sources which are physically 

distributed. Let n be the number of items and I = {i1, i2…in} be a set of items. Global Support of an item set is defined 
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as the ratio of the number of occurrences of the item set in all the data sources to the whole number of transactions in 

all the data sources. An item set is said to be globally frequent when the number of occurrences of that particular item 

set in all the data sources is larger than a user-specified minimum support. During global frequent item set generation, 

local frequent item sets of entity party need to be shared. So, the participating parties learn the exact support count of 

all other participating parties. However, in many situations the participating parties are not interested to release the 

support counts of some of their item sets which are considered as sensitive information. Thus, it is essential to share 

information pertaining to an entity data source without revealing sensitive information. Fig 1 shows the how the 

frequent rule mining finds the global rule in distributed database. 

 

B. Secure Multi Party Computation 

Secure Multi Party Computation [7] [8] [9] [10] solutions can be applied to maintain privacy in distributed rule mining. 

The main goal of Secure Multi Party Computation in distributed rule mining is to find global frequent item set without 

disclosing the local support count of participating sites to each other. In distributed privacy preserving data mining, the 

participating sites may be treated as honest, semi-honest. The semi-honest parties are honest but try to learn more from 

received information. Secure Multi Party Computation worked both real and ideal model this is very useful more than 

two parties to compute their global result without disclosing the individual result. In real model there is no any 

existence of the trusted third party but in Ideal model there is existence of trusted third party.  

 

 

 

 
Fig1:- Distributed Frequent Rule mining 

 

C. Data Encryption standard for Two Key 

Some researchers suggest double encryption [14] [15] that provide the high privacy to the database. The working of 

double encryption is as following. First consider two secrete key or random number Like Key1 and Key2. After that 

encrypt the first party data set using the key 1 value and after that the second that encrypted data set to the next party 

presents in the network and after that encryption the second party data set uses the second secrete key or second 

random number. so after that the data set is fully encrypted its becomes impossible to the hacker to hack that particular 

data sets. Fig2 shows the working step of data encryption standard in two key value cases. 

 

 

 

http://www.ijirset.com/


ISSN: 2319-8753 
 

          International Journal of Innovative Research in Science, Engineering and Technology 
Vol. 2, Issue 3, March 2013 

 

     Copyright to IJIRSET                                               www.ijirset.com                                                            568 

 
 

Fig2:- Data encryption in DES algorithm 

 

II. IMPLEMENTATION AND RESULT  

In this implementation [10] [11] consider two different databases represented as Party P1 and Party P2 having 

minimum support count is 40 % and first calculate the partial support by using the following formula Partial support= 

X. support- Minimum support*|size of the database| and after that we calculate the global excess support by using the 

following formula that’s is global excess support= Total partial support – key value. If global excess support if greater 

than zero it means that’s its globally frequent item sets otherwise infrequent item set. Table 1 and Table 2 represent the 

data sets for party 1 and 2  

 

                                                                                     TABLE:-1  

                                                                            Set of data for Party1                             MIN SUPPORT=40% 

TID A1 A2 A3 A4 A5 A6 

T1 0 1 1 0 0 0 

T2 1 0 1 1 0 1 

T3 1 1 0 0 1 0 

T4 1 0 0 1 0 1 

 

STEP1:-   

TID                         LIST 

T1   A2, A3 

T2  A1, A3, A4, A6 

T3  A1, A2, A5 

T4  A1, A4, A6 

 

STEP2:- 

A1:3, A2:2, A3:2, A4:2, A5:1, A6:2 

 

STEP3:-SORT IN DESENDING ORDER 

A1:3, A2:2, A3:2, A4:2, A6:2, A5:1 
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STEP4:- 

 
STEP5:- 

A1= {(A1:3)} 

A2= {(A2:1), (A1:1)} 

A3= {(A2:1) (A1:1)} 

A4= {(A3:1, A1:1), (A1:1)} 

A5= {(A2:1, A1:1)} 

A6= {(A4:1, A3:1, A1:1) (A4:1, A1:1)} 

STEP6:- 

A4= A1:2, A6= (A4:2, A1:2)  

STEP7:- 

A4A1:2, A6A4:2, A6A1:2 

STEP8:- SUPPORT (A4, A1) = COUNT (A4, A1)/T=2/4=O.5=50%  

SUPPORT (A6, A4) = COUNT (A6, A4)/T=2/4=O.5=50% 

SUPPORT (A6, A1) = COUNT (A6, A1)/T=2/4=O.5=50% 

CANDIDATE SET = {A1, A4, A6} 

                                                                                          TABLE:-2  

                                                                             Set of data for Party2                      MIN SUPPORT=40% 

TID A1 A2 A3 A4 A5 

T1 1 1 0 0 1 

T2 1 1 1 0 1 

T3 0 1 1 0 0 

T4 1 0 0 1 0 

STEP1:-  

TID                         LIST 

T1  A1, A2, A5 

T2  A1, A2, A3, A5 

T3  A2, A3 

T4  A1, A4 

STEP2:- 

A1:3, A2:3, A3:2, A4:1, A5:2 

STEP3:- SORT IN DESENDING ORDER 

A1:3, A2:3, A3:2, A5:2, A4:1 
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STEP5:- 

A1= {(A1:3)} 

A2= {(A1:2), (A2:1)} 

A3= {(A2:1, A1:1) (A2:1)} 

A4= {(A1:1)} 

A5= {(A2:1, A1:1) (A3:1, A2:1, A1:1)} 

STEP6:- 

A3= {A2:2} 

A5= {(A2:2) (A1:2)} 

STEP7:- 

A3A2:2, A5A2:2, A5A1:2 

STEP8:- 

SUPPORT (A3, A2) = COUNT (A3, A2)/T=2/4=0.5=50% 

SUPPORT (A5, A2) =COUNT (A5, A2)/T=2/4=0.5=50% 

SUPPORT (A5, A1) = COUNT (A5, A1)/T=2/4=0.5=50% 

SUCH THAT CANDIDATE SET- {A1, A2, A3, A5} 

At party P1 the number of candidate item sets is {A1, A4, A6} 

At party P2the number of candidate item sets is {A1, A2, A3, A5} 

Let us consider the item set {A1} 

So that the partial support of party P1 is calculated by using the following formula  

Ps1= X. support- minimum support*|size of the database| 

Ps1=3-.4*4=1.4 

So that the partial support of party P2 is calculated by using the same formula given above 

Ps2=3-.4*4=1.4 

So that each party has their own partial support value then after that for providing the high privacy used random 

number or key value let the for party P1 have the key value is 1 and for party P2 have the key value 1 , after that 

encrypt the each party database by using the key value then the party party P1 send the value to the party P2 is Ps1+key 

value1=1.4+1=2.4 and the party P2 receive that value and adds its own partial support as well as the key value such that 

the party P2 send the value is Ps1value +Ps2+ Key value2=1.4+1+2.4=4.8 so that the global excess support is 

GES=Ps2-Key value=4.8-1-1=2.8  so that global excess support greater than zero it means that its globally frequent 

item sets. 

III. CONCLUSION 

Privacy preserving data mining techniques for distributed database environment have been studied and algorithm for 

finding global frequent item sets has been proposed and implemented. It is found that the proposed method securely 

determine global frequent item sets with minimal communication and time complexity. Secure multi party computation 

is used for global frequent item set generation. In this implemented work we provide the highest privacy to the database 

with zero percentage of data leakage but this is applicable for homogeneous database but in future this extended in 

heterogeneous database.  
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